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HOW DID THIS TALK COME ABOUT?



HOW TO BUY AI



AUFSCHNITT ODER AM STÜCK?

HOW TO BUY AI IN 2019

CUT OR PIECE?







Future World section of Epcot at Walt Disney World

The Prologue and the Promise by Robert McCall @ Walt Disney World Horizons

Utopia, 1985



The Jetsons, 1962



HAL, 1968



Star Trek



source: What’s the Difference Between Artificial Intelligence, Machine Learning, and Deep Learning? (NVIDIA blog article).

http://realkm.com/go/whats-the-difference-between-artificial-intelligence-machine-learning-and-deep-learning/


source: unknown



Drivers Today

- Access to large volumes of data

- Computer power

- Especially parallelisation with GPUs

- New hardware e.g. as Google's tensorboards



WHERE DO WE STAND? – SOME PERSPECTIVES.



DATA SCIENTISTS‘ PERSPECTIVES



How do you feel about programming?



BTW, it takes five minutes to hack any super-secure 
system worldwide to access any information, video-
cameras or bank accounts. *  **
* on TV only, sorry  ** fails miraculously if one tries to reveal Raymond Reddington’s real identity



How does an (AI)|(Data |(Science|Enigneer)) Expert look like?



How does an (AI)|(Data |(Science|Enigneer)) Expert look like?



How does an (AI)|(Data |(Science|Enigneer)) Expert look like?



How does an (AI)|(Data |(Science|Enigneer)) Expert look like?



HACKER? ENTREPENEUR? SUPERSTAR?



Data Scientists’ & AI Engineers’ Backgrounds

- New job descriptions created in accelated digitalisation era

- Data Scientist job title invented just in 2008

- Master Students & PhDs from academia

- Physics, math, new specialized curriculums

- Many lateral entrants „Seiteneinsteiger“











I‘m a Data Scientists but my work is just analytics…



MANAGERS' PERSPECTIVES

















HYPE, BUZZWORD  AND PROMISES



Don‘t Belive the Hype.
Public Enemy 1988



DATA LITERACY FOR MANAGERS
ALEXANDER CS HENDORF



ALL YOUR KNOW-HOW



DON‘T TRY TO EXPLAIN EVERYTHING.

MISTAKE #1



DATA COLLECTION

DATA MANAGEMENT

DATA EVALUATION

DATA APPLICATION



DATA COLLECTION

DATA MANAGEMENT

DATA EVALUATION

DATA APPLICATION



DATA APPLICATION

DATA ETHICS

DATA CULTURE

CRITICAL THINKING

DATA CITATION

DATA SHARING

EVALUATING 
DECISIONS



KEEP IT ON POINT



IT‘S NOT IT DEPARTMENT

MISTAKE #2



AT FIRST, DATA SCIENCE AND AI IS RESEARCH & DEVELOPMENT!



DATA = TRUTH = UNBIASED

MISTAKE #3



DATASETS ARE BIASED, DIVERSE TEAMS HELP REDUCING BIAS



MISPERCEPTIONS: BIGGER IS BETTER



MISPERCEPTIONS: DATA LAKES ARE RESERVOIRS



PROBLEM JUST SEEMS SIMPLE JUST 
BECAUSE  ONE HAS NO EXPERIENCE



2014: SOON WE‘LL USE SELF-DRIVING CARS 



h"ps://ideas.ted.com/opinion-data-isnt-the-new-oil-its-the-new-nuclear-power/

https://ideas.ted.com/opinion-data-isnt-the-new-oil-its-the-new-nuclear-power/


Assumptions

1. The singularity is coming 2045 (Ray Kurzweil)
"Maschinen ist alles egal“ – Interview with Margaret Boden
https://www.zeit.de/zeit-magazin/2018/36/kuenstliche-intelligenz-margaret-boden-wissenschaft

ZEITmagazin: Many contemporaries see these advances with
concern. They are frightened of a world where machines
dominate people. The inventor and futurologist Ray Kurzweil, 
now director of technical development at Google, even claims
that superhuman artificial intelligence is near. Around the
year 2045, it will become reality. Do you believe him?

Boden: I asked him if he actually believes what he writes.

ZEITmagazin: And?

Boden: He really believes it.

ZEITmagazin: Can you dismiss Kurzweil as a spinner?

Boden : no. He has done an extraordinary job for the
advancement of technology. I use the word genius very rarely. 
With Kurzweil I would be ready for it. Maybe someday there
will be an artificial intelligence superior to us. But certainly not 
in this century. Things are a lot more complicated than people
imagine. Kurzweil's prediction is just crazy.

Machines do not care
Interview with Margaret Boden in German 
Zeit Magazine (top 5 naAonal newspaper)

https://www.zeit.de/zeit-magazin/2018/36/kuenstliche-intelligenz-margaret-boden-wissenschaft


AI vs. Marketing B-Bingo



WE HAVE ALL SEEN THIS BEFORE, IT‘S JUST A HYPE…



1998 1989 1987



1985 19861984







2016





DEMOS & MAGIC



DATA DRIVEN BOARD GAME

In the game, you lead a team of
data scientists and engineers. 
Your goal is to create as much
business value as possible for
your company while you and
competitors each finish up to
three use cases.

https://blog.godatadriven.com/data-driven-game-design



TITANIC IS STILL SUPER INSTRUCTIVE



TITANIC DATA: INSTRUCTIVE EXAMPLE 
HOW TO MAKE PREDICTIONS
HOW TO MAKE BAD PREDICTIONS
DOMAIN EXPERTISE MATTERS 

EXECUTIVE SUMMARY



GAIA-X IS THE FUTURE OF AI IN THE EU



SHARING ANONYMISED DATA IS A GOOD PLAN
DEALING WITH DATA WITHOUT  ACCESS TO  DOMAIN EXPERTS:
GOOD LUCK!

EXECUTIVE SUMMARY



DEALING WITH DATA WITHOUT  ACCESS TO  DOMAIN EXPERTS:

GOOD LUCK WITH THAT!



PAPERS + THE INTERNET + THE NEWS



PAPERS DEMONSTRATE IMPRESSIVE FINDINGS.
FOLLOWING PROGRESS IS IMPORTANT.
95% OF PAPER (UNFORTUNATELY ) DO NOT WORK IN PRODUCTION.

EXECUTIVE SUMMARY



Deep Learning – Universal Problem Solver?

- Certainly not, see:
Vincent D. Warmerdam
Winning with Simple, even Linear, Models
https://www.youtube.com/watch?v=68ABAU_V8qI

- Gaël Varoquaux
Understanding and diagnosing your machine-learning models
https://www.youtube.com/watch?v=kbj3llSbaVA

https://www.youtube.com/watch%3Fv=68ABAU_V8qI
https://www.youtube.com/watch%3Fv=kbj3llSbaVA


CNN: Convolutional Neural Network

- Inspired by the structure of the brain 
(1950/60s)

- 1980/1989

- Use cases: image recognition, image 
classifications. object detection, facial, 
recognition,…

The Visual Pathway.—Source: https://commons.wikimedia.org



source: Nvidia



source: Nvidia



source: Deep Image Prior https://dmitryulyanov.github.io/deep_image_prior



The Journey #1: Style Transfer

A Neural Algorithm of Artistic Style

2015 Leon A. Gatys, Alexander S. Ecker, Matthias Bethge

https://arxiv.org/abs/1508.06576















original 
size





A Neural Algorithm of ArAsAc Style
Leon A. Gatys, Alexander S. Ecker, Ma"hias Bethge, h"ps://arxiv.org/abs/1508.06576

https://arxiv.org/abs/1508.06576




Fast Style Transfer, per second: 192 pictures
COCO 2017, VGG16, content weight 1e5, style weight 1e10







The Journey #2: The Vision



- American juvenile detective book series „The 
Three Investigators“

- Investigations include mysteries of baffling 
phenomena (e.g. whispering mummy)

- 1964

- Very popular as books and radio dramas in 
Germany 

- ~200 taped radio dramas (Hörspiele) 
published 1979 – today

- radio dramas have sold more than 45 
million, the books ~ 16 million copies in 
Germany

Die drei ???



- Taped radio drama

- Started in radio in the 1920ies

- Features:
- Voice recordings 
- Natural or electroacoustic sounds, 
- Noises as well as silence  
- Cuts 
- Mixes 
- Music

Hörspiel?

Matías Martínez (Hg.)

Erzählen
Ein interdisziplinäres Handbuch

Erzählen, Hörfunk Jarmila Mildorf 63ff. 



Ingredients to be Synthesised

- What‘s happening? - Dynamic human speech

Story / Plot Dialogues

- Picture - Spoken Word by new and returning 

characters

Cover Spoken Word



Questions to Be Explored

- Resources required for individual steps
- AI/Neural Network
- Data acquisition / processing

- Costs (& time) 
- Which real problems can we potentially solve in the future?



The Process

- Data acquisition
- Data cleansing
- Research a paper / working solution 
- Verify it‘s working
- Adapt the solution for our use case
- Maximize quality



AI Images

- Fabricate artwork meeting the style of the series





AI Natural Language Processing (NLP)

- Text Generation:
Fabricate spoken language 

- Speech Synthesis: 
Generate human sounding voices
Make it sounds like a known character



http://karpathy.github.io/2015/05/21/rnn-effectiveness/

http://karpathy.github.io/2015/05/21/rnn-effectiveness/


Process

- Fan-made transcripts from PDF

- pre-processing with textract
http://textract.readthedocs.io/en/latest/index.html

- Identify characters via names other fan page
296 unique names identified

- German language, 1.521.382 words, 56.674 unique

http://textract.readthedocs.io/en/latest/index.html


Process with RNNs

- Verified produced something Shakespeary

- Fed with the dialogue corpus



Results

“wildes der prücks und nun bei sie redaste sich es hinden

struch wenn hatten spielte schlokonianer lüst !”

“Wild of the pruecks and now they redaste themselves it had hunched 
when Schlokonianer lüst had played!”
(Google translate)



Results

“wildes der prücks und nun bei sie redaste sich es hinden

struch wenn hatten spielte schlokonianer lüst !”



Chat Bot To The Rescue?

h"ps://arxiv.org/abs/1708.00818



AI Natural Language Processing (NLP)

- Text Generation:
Fabricate spoken language 

- Speech Synthesis: 
Generate human sounding voices
Make it sounds like a known character



Tacotron2

- LJ Speech Dataset (English)
https://keithito.com/LJ-Speech-Dataset

- Natural TTS Synthesis by Conditioning 
WaveNet on Mel Spectrogram Predictions, 
Jonathan Shen, Yuxuan Wang and Zongheng
Yang et al. 

- Tacotron2 implementation used: 
NVIDIA/tacotron2

https://keithito.com/LJ-Speech-Dataset
https://github.com/NVIDIA
https://github.com/NVIDIA/tacotron2


Once upon a time there was a little mermaid named Siren, who lived with
her step mother under the sea, She didn't get to go out of the Sea like any
other."

- 10 hrs

- 14 hrs

- 9 days

9 DAYS OF TRAINING
NN CAN READ ENGLISH TEXT - WITHOUT 
CLOUDSERVICE. 

SCALABLE INSTANT APPLICATION

🤑



HIGH QUALITY DATA +
A CLEVERLY DESIGNED NEURO NET
CAN PRODUCE IMPRESSIVE RESULTS

EXECUTIVE SUMMARY



Let’s Do This in German!

- Requires:
- audio snippets and 
- text of the audio snippet
- In GERMAN

😫



We Can Do This in German!

- Task: building a German corpus to learn with
- audio snippets
- text of the audio snippet

- Options
- audiobooks
- newspapers with audio
- …

- Requirements
- humans to prepare the dataset



Semi-automation of Dataset Generation

Audio version of newspaper article

Transcribe audio
via Cloud service

Word: time index
Sentencees

audio – text snippet

audio – text snippet

audio – text snippet



Deutschland darf kein Talent vergeuden, so heißt es immer wieder. Wo aber 
bleiben in unseren Schulen die Angebote für die besonders Talentierten?

- ‘original’

- 14 hrs

- 10 days

- 14 days

Germany must not waste any talent, it is said again and again. But where are the offers for the most talented in our schools?



Assumptions

1. Transcription service will deliver a very good 
quality

2. Transcription service a generally available at all 
providers and very cheap

3. It should be easy to generate a new corpus



Assumptions Findings German

1. Transscription service will deliver a very good 
quality

2. Transscription service a generally available at 
all providers and very cheap

3. It should be easy to generate a new corpus

Quality is ok, but transcription is not accurate, 
many artefacts

(+) Google  (N/A) Azure (N/A) IBM (N/A) AWS
Offline libs (-) Apple (-), Wit.ai (+)

Not so simple…



NLP RESEARCH IS DOMINATED BY ENGLISH AND CHINESE
NOT ALL TECHNIQUES WORK IN ALL LANGAUGES
AS  WELL AS IN ENGLISH, YET

EXECUTIVE SUMMARY



- BERT (Oct 2018)
Bidirectional Encoder Representations from Transformers.

- Transformer-X (Jan 19)

- GPT-2 (open AI)

- wav2letter++ (Dec 18)

- Open.AI claims system has 
writes solid articles (Feb 19)

Meanwhile…



ADVERSARIAL ATTACKS



h"ps://www.youtube.com/watch?v=MIbFvK2S9g8

Fooling automated surveillance 
cameras: adversarial patches to 
attack person detection
Simen Thys, Wiebe Van Ranst, Toon 
Goedemé

https://arxiv.org/abs/1904.08653
April 2019

https://www.youtube.com/watch%3Fv=MIbFvK2S9g8
https://arxiv.org/abs/1904.08653


NEURO NETWORKS DO NOT PERCEIVE REALITY AS WE HUMANS DO.
NEURO NETWORKS MAY BE FOOLED.
NEURO NETWORKS ARE BETTER + FASTER AT MANY THINGS.
NEURO NETWORKS CANNOT TRANSFER KNOWLKEDGE.

EXECUTIVE SUMMARY



GAN: Generative Adversarial Networks
Generative gegnerische Netze

- 2014

- Creation of photorealistic images for the 
visualization of various objects, for the 
modeling of movement patterns



More usecases

Unpaired Image-to-Image TranslaAon using Cycle-Consistent Adversarial Networks
Jun-Yan Zhu* Taesung Park* Phillip Isola Alexei A. Efros

Photo Enhancement

https://arxiv.org/pdf/1703.10593.pdf


PROGRESSIVE GROWING OF GANS FOR IMPROVED QUALITY, STABILITY, AND VARIATION 
h"ps://research.nvidia.com/sites/default/files/pubs/2017-10_Progressive-Growing-

of/karras2018iclr-paper.pdf





h"ps://translate.google.com/#so/en/ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20
%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag%20%20ag

https://translate.google.com/


hFps://emiliendupont.github.io/2018/03/14/mnist-chicken/

https://emiliendupont.github.io/2018/03/14/mnist-chicken/


hFp://karpathy.github.io/2015/03/30/breaking-convnets/

http://karpathy.github.io/2015/03/30/breaking-convnets/


Making AI Happen



TEAM UP:  OPEN, HONEST & RESPECTFUL COMMUNICATION CULTURE



Youtube Videos Youtube Subscribers

1250+ 70,000
Youtube Views

4,5+ Mio











Q: How long does it take?

- Training a model depends on:

- complexity
- data-volume

- data-density / task (text, image)
- hardware



Q: How long does it take? No. 2

- Training: 
time and resource intensive (minutes to months)

- Application, model serving: 
fast, almost instantly



Q: Why Does it Sometimes Not Work?

- Non sufficient data quality

- Heterogeneous data

- Biased datasets



Q: What is a Model?

- Python, a pickle file – object saved to disk

- ONNX - open ecosystem for interchangeable AI models
https://onnx.ai

https://onnx.ai/


Q: Pro Tips?

- Document properly

- Code properly, esp. code that works also outside of
Jupyter notebooks

- Data versioning

- Think

- Domain expertise

- Challenge yourself, is DL the right approach and why

- DevOps skills to access computing power



Vielen Dank für Ihre  
Aufmerksamkeit. 
Fragen & Antworten

koenigsweg.com ah@koenigsweg.com  

@hendorf

Thank you!

We're hiring




